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Long time scale kinetic Monte Carlo simulations without lattice
approximation and predefined event table
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We present a method for carrying out long time scale dynamics simulations within the harmonic
transition state theory approximation. For each state of the system, characterized by a local
minimum on the potential energy surface, multiple searches for saddle points are carried out using
random initial directions. The dimer method is used for the saddle point searches and the rate for
each transition mechanism is estimated using harmonic transition state theory. Transitions are
selected and the clock advanced according to the kinetic Monte Carlo algorithm. Unlike traditional
applications of kinetic Monte Carlo, the atoms are not assumed to sit on lattice sites and a list of all
possible transitions need not be specified beforehand. Rather, the relevant transitions are found on
the fly during the simulation. A multiple time scale simulation of Al~100! crystal growth is presented
where the deposition event, occurring on the time scale of picoseconds, is simulated by ordinary
classical dynamics, but the time interval in between deposition events, on the order of milliseconds,
is simulated by the long time scale algorithm. The Al~100! surface is found to grow remarkably
smooth, even at 30 K because of concerted displacements of multiple atoms with significantly lower
activation energy than adatom diffusion on the flat terrace. ©2001 American Institute of Physics.
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I. INTRODUCTION

A common problem in theoretical chemistry, condens
matter physics and materials science is the calculation of
time evolution of an atomic scale system where, for exam
chemical reactions and/or diffusion occur. In either case,
configuration of atoms is changed in some way as ti
evolves. The interaction between the atoms can be obta
from an ~approximate! solution of the Schro¨dinger equation
describing the electrons, or from a potential energy funct
determined in some empirical way. Most often, it is sufficie
to treat the motion of the atoms using classical mechan
Quantum mechanical effects in the motion of atoms are
portant only in exceptional cases. Since the classical eq
tions of motion can easily be solved numerically the simu
tion of dynamical evolution is, therefore, in principle qui
simple. The problem is that the transitions of interest
typically many orders of magnitude slower than vibrations
the atoms, so a direct simulation of the classical dynam
ends up being of little use. This ‘‘rare event’’ problem is be
illustrated by an example. A typical, low activation ener
for a chemical reaction or diffusion event is 0.5 eV. Such
event can occur thousands of times per second at room
perature and would typically be important in the time evo
tion of the system. But, the atoms vibrate on the order of 110

times before a fluctuation of thermal energy occurs in
right degree of freedom for a transition to take place. A dir
classical dynamics simulation which necessarily has to fa
fully track all this vibrational motion would take thousand
of years of computer calculations on the fastest present
9650021-9606/2001/115(21)/9657/10/$18.00
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computer before a single transition can be expected to oc
It is clear that meaningful studies of chemical reactio
and/or diffusion cannot be carried out by simply simulati
the classical dynamics of the atoms. It is essential to simu
the system on a much longer time scale. This time sc
problem is one of the important challenges in computatio
research on atomic scale systems.

Fortunately, the separation of time scales between vib
tions and transitions makes it possible to use a statist
approach to estimate transition rates. If a bottleneck reg
through which the system must pass in order to make
transition can be identified, the so-called transition state, t
transition state theory~TST! ~Refs. 1–7! can be used to cal
culate the average amount of time the system will spend
given state. Short time dynamical trajectories can sub
quently be used both to correct for the approximations m
in TST and to identify the possible final states of transitio
In general, the free energy of the transition state needs t
evaluated to estimate the rate. But, for solid systems, wh
the atoms are relatively tightly held in place by their neig
bors, it is often possible to assume that the transition s
can be characterized by a few saddle points on the pote
energy rim surrounding the initial state basin and that
partition function of the system near each saddle point
near the energy minimum can be approximated by a prod
of harmonic partition functions. In this case, TST simplifi
to the harmonic transition state theory~hTST! and the rate of
escape,k, through each of the saddle point regions can
7 © 2001 American Institute of Physics

IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



n

nd
Th
b

ou
in

la
in
e
is
n
in
io
ro
ho
ar
nt
a
ic

th
b

W
e

sy
tia
l
ys
f
n
n

n

e

ta
ia
th

rg
r-
d
bl
s

ial
o
e

de

re

ddle
gy
em
lity
o a
ro-

n a
con-
but

han
ten-
1.
o-

nc-
re

tep
the
was
ape
r of
ed

ape
rgy

the

ssi-

, the
ias
the

the

he
in-

the
gly
r a
dd-
e-

dy-
o the
rgy.
not to
ith

the

9658 J. Chem. Phys., Vol. 115, No. 21, 1 December 2001 G. Henkelman and H. Jónsson
related to properties of the initial state energy minimum a
the saddle point8,9 as

khTST5
P i

3Nn i
init

P i
3N21n i

‡ e2~E‡2Einit!/kBT. ~1!

Here,E‡ is the energy of the saddle point,Einit is the energy
of the local minimum corresponding to the initial state, a
the n i are the corresponding normal mode frequencies.
symbol ‡ refers to the saddle point. All the quantities can
evaluated directly from the potential energy surface with
dynamical calculations. Entropic and thermal effects are
cluded through the harmonic partition functions.

With the use of TST or hTST, a long time scale simu
tion consists of identifying states of the system and find
the mechanism and rate of transitions from a current stat
a new state. The key thing is to find the relevant mechan
and not just assume a mechanism. Often, preconceived
tions of the transition mechanism have turned out to be
correct. One example is the mechanism of adatom diffus
on Al~100! where a two atom concerted displacement p
cess turned out to have a lower barrier than the simple
mechanism.10 When hTST is used, the most challenging p
of the calculation is the search for the low lying saddle poi
without knowledge of the possible final states. A typic
simulation system includes a hundred atoms or more, wh
means that saddle points need to be found in a space wi
least several hundred degrees of freedom. The large num
of degrees of freedom makes this a challenging problem.
will now review briefly various approaches that have be
taken to address this issue.

A. Bias potentials

One approach is to decrease the probability that the
tem is found in an initial state by adding a repulsive poten
energy, a bias potential, to the actual interaction potentia
such a way as to increase the probability of finding the s
tem at a transition state.11 This approach is more powerful i
the bias potential can be constructed to increase the pote
energy of minima without altering the potential of unknow
transition states so that the dynamics of the system ca
simulated on the modified potential.12–17 The most accurate
and efficient formulation of such an approach is the hyp
dynamics method developed by Voter.13,14 It is important to
make sure the bias potential vanishes at the transition s
Within the hTST approximation, this means that the b
potential needs to vanish at the potential energy rim near
relevant saddle points. Voter’s bias potential is designed
accomplish this even if it exceeds the saddle point ene
within the initial state energy basin. It is, in fact, very impo
tant to allow the bias potential to greatly exceed the sad
point energy within the basin in order to get any apprecia
acceleration of transitions in a system with many degree
freedom. We will illustrate this with an example.

One might expect that just a slight filling of the potent
well, reducing the energy difference between the bottom
the well and the saddle point, could lead to significant acc
eration. This is true when the system has only very few
grees of freedom. But, each degree of freedom brings in1

2kT
of kinetic energy and a system with enough degrees of f
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dom almost always has more kinetic energy than the sa
point energy. It is still a rare event to find enough ener
focused in the right degree of freedom to bring the syst
through the saddle point region. The effect of dimensiona
is best illustrated by applying a bias potential that leads t
flat-bottom potential. This method has, in fact, been p
posed as a way of accelerating dynamics simulations.15,16

When the true potential energy of the system is less tha
certain value, the boost energy, the system evolves on a
stant potential energy surface equal to the boost energy,
when the true potential energy of the system is higher t
the boost energy, the system evolves on the unbiased po
tial surface. This type of bias potential is illustrated in Fig.
Results of calculations using this approach on a tw
dimensional potential surface are shown in Fig. 2. The fu
tional form and parameters of the potential function a
given in the Appendix. In these simulations, the time s
was adjusted when the system went from the biased to
unbiased regions, and vice versa, to ensure that energy
conserved, despite the discontinuity in the force. The esc
rate for the system was calculated by counting the numbe
times the system left the basin shown in the inset in a fix
amount of simulation time. The figure shows how the esc
rate varies with increasing boost energy. As the boost ene
is raised up to the saddle point energy~gray line!, the calcu-
lated escape rate remains constant and agrees well with
exact rate,kexact, calculated by Voter.13 The factor by which
the dynamics are accelerated as compared with direct cla
cal dynamics, the so-called boost factor,13 is 1400 when the
boost energy equals the saddle point energy. Remarkably
calculated escape rate is still valid for this aggressive b
potential. As soon as the boost energy is increased over
saddle point, however, incorrect results are obtained for
calculated escape rate.

While a boost factor of 1400 is quite respectable, t
problem arises when the number of degrees of freedom
creases. The probability of finding the potential energy of
system below a saddle point energy becomes vanishin
small. To demonstrate this, a potential energy surface fo
system with ten degrees of freedom was constructed by a
ing up five of the two-dimensional potential surfaces d
scribed above~see the Appendix!. The potential energy and

FIG. 1. A simple bias potential has been constructed to accelerate the
namics of a system. The true potential is replaced by a constant equal t
‘‘boost energy’’ whenever the true potential drops below the boost ene
The boost energy has to be set less than the saddle point energy so as
alter the transition state. A stylized trajectory is shown for illustration. W
the bias potential, the potential energy of the system never drops below
boost energy.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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9659J. Chem. Phys., Vol. 115, No. 21, 1 December 2001 Kinetic Monte Carlo simulations
the kinetic energy of this ten-dimensional system is on av
age five times higher than that of the two-dimensional s
tem, but the activation energy, i.e., the saddle point ene
minus the minimum energy, is the same. The calculated
cape rate as a function of the boost energy for this lar
system is also shown in Fig. 2 along with the boost fac
The higher-dimensional system spends less time in the
gion where the potential energy equals the bias and so
boost factor is smaller than for the two-dimensional ca
The maximum boost factor is only 12, and this is still a ve
small system for practical applications. For a 20-dimensio
system, the maximum boost factor is less than 2. This ill
trates that a flat bias potential can only be effective in tri
ally small systems and that an effective bias potential m
greatly exceed the saddle point energy in the interior of
potential energy basin but then drop to zero at the poten
energy rim.

Voter’s bias potentials are efficient in that the boost fa
tor scales well with system size. However, the evaluation
his bias potentials is complicated and complex potential s
faces with small ripples reduce their effectiveness. Poss
simpler bias potentials can be constructed that still scale
with dimensionality—that remains to be seen. Recently
bias potential based on energy per atom has been propos17

Here a strong bias is applied except in regions where
energy of any one of the atoms exceeds a predefined va
Although the energy per atom is not a well defined quan
for complicated potential functions~for example, interaction
between water molecules that include induction! andab ini-

FIG. 2. The escape rate from a two-dimensional potential well~shown in the
inset! and a ten-dimensional well~see Appendix! calculated with accelerated
dynamics using the bias potential illustrated in Fig. 1. The accelera
obtained, i.e., effective time in the evolution of the system divided by
time of the simulated, boosted trajectory is referred to as the boost fa
The escape rate forkBT50.2 is shown with open circles for the two
dimensional system and filled circles for the ten-dimensional system.
calculated rate is the same as the exact value,kexact, for boost energy up to
the saddle point energy of 2.0~gray vertical line!. When the boost energy is
increased above the saddle point energy, the calculated escape rate
rapidly below the exact value. The boost factor is also shown with o
squares for two-dimensional system and filled squares for ten-dimens
system. With the maximum allowable boost energy, equal to the saddle
energy, the bias potential is accelerating the dynamics by a factor of 140
the two-dimensional system, but only by a factor of 12 in the te
dimensional system. This illustrates the poor scaling of the boost factor
the number of degrees of freedom when this kind of bias potential is use
the higher-dimensional system, the total potential energy is larger than
saddle point energy most of the time so the system spends little time in
region of constant potential, resulting in small boost.
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tio calculations, it can be defined for some simple poten
functions. This method, however, seems to be applica
only to certain types of processes and simple systems.
example, in the Al/Al~100! system described in Sec. III, th
lowest energy process for adatom diffusion is via a conce
displacement process involving two atoms. In this proce
the energy of the adatom does not increase from the m
mum to the saddle point, but rather drops as the ada
moves into the surface. Surface and bulk atoms which
more highly coordinated than adatoms and have lower
ergy should not be subject to the same boost energy as
adatom. A different bias potential would, therefore, need
be applied to atoms in different environment and during
concerted displacement process the bias would need t
changed continuously as the environment of the ato
changes. This makes the simulation of all but the simp
systems impractical with this method. The point is that co
structing bias potentials of general applicability is nontrivi

B. Heating

Another, perhaps simpler approach for identifying tra
sitions is to increase the rate of rare events by simply hea
the system. If the atoms have more energy, they will m
likely undergo transitions. One should, however, not exp
the favored transition mechanism to be the same at
higher temperature. This situation is illustrated in Fig. 3. T
temperature dependence of the rate of two possible proce
the system can undergo from a given initial state is sho
One of the processes has a low activation energy and s
prefactor while the other has a high activation energy a
large prefactor. At low temperature, the low barrier proce
will have a higher rate and dominate the dynamics. At h
temperature, entropy becomes more important and the
cess with higher prefactor dominates even though the en
barrier is higher. An even more serious problem arises w
the thermodynamic state of the system changes as it is he
up high enough to make transitions observable in a sh
classical dynamics simulation. An example of this is diff

n
e
or.

e

rops
n
al

int
in

-
th
In
he
he

FIG. 3. The temperature dependence of the rate of two different transit
from the same initial state is shown. The transition with the lower ene
barrier corresponds to the line with smaller slope. A typical situation
shown in which the higher barrier process has a higher prefactor~intercept
with vertical axis!. At low temperature, on the right side of the graph, t
rate of the low barrier process will be higher than that of the high bar
process. At high temperature, the rate of the higher energy, higher ent
process becomes larger. This illustrates why a system cannot simpl
heated to use a short classical dynamics simulation to find out which ev
would occur at low temperature on a longer time scale.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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sion of admolecules on an ice surface. If an ice slab is he
up to a temperature at which the diffusion events occur
quently enough, the surface melts and the diffusion mec
nism becomes quite different from the low temperature, lo
time scale diffusion mechanism.

High temperature dynamics can, however, in favora
cases be used to search for the relevant mechanism if m
searches are carried out. Repeated simulations from the s
initial state can be used to identify several possible transi
mechanisms. Within the hTST the task is then to find
activation energy and prefactor for each mechanism and
dict which one~s! would be relevant at the lower temperatu
of interest. Transitions can be detected from the high te
perature dynamics by periodic minimization to the near
local minimum on the energy surface and the nudged ela
band method18–20 can then be used to find the minimu
energy path connecting the given initial state with the fi
state found from the high temperature dynamics. The m
mum energy on the minimum energy path gives the act
tion energy. This approach was used by Sørensenet al. to
study the mechanism of contact formation as a metal tip
brought up to a metal surface on a laboratory time scal
room temperature.21 While earlier classical dynamics simu
lations had seen a sudden jump-to-contact when the
surface distance became very small, the method descr
above could be used to show that a sequence of therm
activated processes would occur at a larger tip-surface
tance on the time scale of the experiments.

By assuming the system is harmonic also at the h
temperature and given a minimum value for the prefacto
So”rensen and Voter formulated a concise prescription for
length of time for which the high temperature dynamics ne
to be run in order to safely advance the system to a n
state.22 This eliminates the need to find all possible transiti
mechanisms. In their method, the escape time calcul
from hTST at the low temperature is recorded for each tr
sition observed in the high temperature dynamics. After
simulation has been run long enough at the high tempera
the system is advanced by the first process that would h
been observed at the low temperature. They refer to
method as temperature accelerated dynamics~TAD!. An ap-
plication of this method to metal crystal growth has be
presented.23

In this work we present a method that is quite differe
from the ones described above. Classical dynamics are
used in any form but instead the system is pushed up
potential energy surface using the so-called dimer metho24

to find saddle points. The rate of transitions through the
cinity of each saddle point is then estimated within hTST a
a kinetic Monte Carlo method used to simulate the evolut
of the system over long time scales.25 This method is easy to
implement and, compared to existing methods, may req
less computational time for small systems. We expect it to
applicable to dynamics in ice, for example, a system whe
high temperature search for transition mechanisms is lik
to become problematic. While the use of hTST means th
can only be applied to solids, we expect it to be applicable
glasses and other amorphous solids.
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II. THE LONG TIME DYNAMICS METHOD

Simulations of systems over long time scale are carr
out by combining kinetic Monte Carlo~KMC! and saddle
point searches. KMC relies on knowing the rate and mec
nism of all the relevant transitions from a given initial sta
Within hTST this corresponds to finding all the low ener
saddle points on the rim of the potential energy basin co
sponding to the initial state. The dimer method is used
search for these saddle points.

A. The dimer method

The dimer method has been described in detail in a p
vious publication.24 Only a brief overview will be given
here. The dimer is made up of two images~replicas! of the
system. These images are separated in space by a finite

tance displacement along a vectorN̂. For an empirical po-
tential this can be small. Here we have used 0.005 Å.

There are two parts to each dimer move. The first par
dimer rotation. The lowest energy orientation of the dimer
along the lowest curvature mode. If the dimer is free to
tate, the forces acting on the two images will pull the dim
to the lowest curvature mode. This is done by defining
rotational force which is the difference in the force on t
two images. Minimizing the energy of the dimer with respe
to this rotational force aligns the dimer with the lowest cu
vature mode~this feature was used by Voter in his constru
tion of bias potentials in hyperdynamics14!. A modified New-
ton’s method can be used to make this rotation efficient.24 An
important aspect of the dimer method is that it only requi
the first derivative of the energy, not the second derivativ

The second part of the algorithm is translation of t
dimer. A first order saddle point on a potential surface is a
maximum along the lowest curvature direction and a mi
mum in all other directions. In order to converge to a sad
point, the dimer is moved up the potential along the low
curvature mode, and down the potential in all other dire
tions. This is done by defining an effective force on t
dimer, in which the true force due to the potential acting
the center of the dimer has the component along the di
inverted. Minimizing with respect to this effective forc
moves the dimer to a saddle point. With empirical potentia
minimization using the conjugate gradient method wo
well.

It is not necessary to fully converge the dimer orientati
at each translational step. We have found it most efficien
pick a certain tolerance for the rotational force. This sets h
precisely the dimer is oriented along the lowest curvat
mode before it is moved. The dimer is rotated at least o
and possibly a few times until the rotational force is less th
the specified tolerance. In these calculations the maxim
rotational force was set at 5 meV/Å.

For the Al adatom on an Al~100! surface, the dimer re-
quires on average 400 force evaluations to converge o
saddle point.24 A very important feature of the dimer metho
is the slow increase in the number of required force eval
tions as more degrees of freedom are added to the sys
This is to be contrasted with mode followin
approaches,26–32 where the matrix of second derivatives
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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9661J. Chem. Phys., Vol. 115, No. 21, 1 December 2001 Kinetic Monte Carlo simulations
constructed and diagonalized at each step in the search
saddle point. Other methods for finding saddle points us
only first derivatives of the energy have been proposed,33,34

but it is unclear how their efficiency compares with t
dimer method.

In the long time scale calculations presented here, s
eral dimer searches were launched for each state vis
Dimer searches were started from configurations close to
potential minimum. The easiest way to choose a starting
sition is to make a random displacement away from the m
mum. If all the atoms in the system are included in the r
dom displacement, the dimer search can be biased tow
finding higher energy processes involving many atoms.
have found that it is better to displace only atoms within
local region. For each dimer search in the Al~100! ripening
calculations~described in Sec. IV!, an undercoordinated su
face atom was chosen at random to be the center of
initial, local displacement. The displacements had a Gaus
distribution with a mean of 0.2 Å in each degree of freedo
The region consisted of the central atom and its first a
second neighbors. We have found that a continuous distr
tion in the magnitude of the displacements is better tha
fixed magnitude because it increases the variety of sa
points found. In principle, a scheme like this can eventua
find all saddle points around a minimum simply because
starting points of the dimer search can be at any poin
space. In practice, there is no guarantee that a complete
of saddle points can be found in a reasonable amoun
time. Our experience from studies of adatom diffusi
processes24 and island rearrangement processes35 is that a
dimer search started in a random direction most likely fin
one of the low energy saddle points. It is important to keep
mind, though, that any calculation based on a finite num
of dimer searches is not guaranteed to find the most rele
transition mechanism.

B. Kinetic Monte Carlo

Kinetic Monte Carlo36–40 is a powerful method that ca
be used to extend the time scale of simulations far bey
the vibrational time scale. If a list of possible transitions f
a given initial state is available, a random number can
used to choose one of the processes and evolve the syst
a new state. The probability of choosing a certain transit
is proportional to its rate,r i . On average, the amount of tim
that would have elapsed in order for this process to occu

Dt5
1

(r i
, ~2!

which is independent of the chosen transition. It may also
important to include the appropriate distribution of esca
times. For random uncorrelated processes, this is a Poi
distribution. If m is a random number from 0 to 1, th
elapsed time for a particular transition is given by

Dt5
2 ln m

(r i
. ~3!

The system is then advanced to the final state of the cho
transition and the process is repeated.
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In a traditional kinetic Monte Carlo simulation, all tran
sitions that can ever occur in the system, along with th
rates, must be known before the simulation starts. Ideally,
rates are estimated from some description of the ato
interactions,41 such as an empirical interaction potential
ab initio calculations, but the problem is to know in advan
the mechanism of the relevant transitions for each poss
configuration of the atoms. The requirement of knowing a
tabulating the relevant transitions ahead of time limits
method to simple systems. Systems which can undergo c
plicated transitions involving several atoms, such as the
minum system described in Sec. III, or where atoms do
sit at lattice sites are extremely difficult to model with trad
tional KMC. The approach presented here relaxes these l
tations.

C. Combined dimer and kinetic Monte Carlo

If the dimer method is used to find possible transition
there is little limitation on the complexity in terms of th
number of atoms or the spatial extent of the transition. Al
the energy barriers are found at each state the system ev
to and do not need to be known before the calculation
started. Furthermore, the atoms do not need to be map
onto a lattice and it is not necessary to anticipate all poss
states of the system.

The method is illustrated for a two-dimensional mod
potential in Fig. 4. The system is started at a potential m

FIG. 4. Application of the long time scale simulation method to a mo
two-dimensional potential surface. The system is initially in stateA. ~a! Ten
dimer searches are started from random positions around the minim
They converge on four distinct saddle points~two of the searches practically
overlap!. ~b! The system is then made to slide down the minimum ene
path ~gray lines! on either side of the saddle points which are indicat
with * . Here, all four saddle points have a minimum energy path startin
the initial state minimumA, but this does not have to be the case. The r
of each process is then calculated using harmonic transition state theo
process is chosen at random using the kinetic Monte Carlo algorithm. In
case, process 1 gets chosen. The system is moved to the final state o
process, to minimumB. ~c! Dimer searches are run from the new minimum
again four distinct saddle points are found.~d! Minimum energy paths are
traced out, and the process repeated.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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mum, A. When a new state is visited, a swarm of dim
searches is sent out from the vicinity of the potential ene
minimum. For the calculations described in Sec. IV, either
or 50 dimer searches were used. In this example, ten ran
displacements from the position of the minimum were ch
sen as starting points of dimer searches. Figure 4~a! shows
the path of the ten dimer searches. In this calculation, f
distinct saddle points~!! were found. The system is the
quenched on either side of each saddle point in orde
verify that it lies on a minimum energy path~shown in gray!
from the given initial state minimum. All the saddle poin
found in this case did connect back to the initial minimum
not, the saddle point is discarded from the list of possi
transitions. In the same way as described in Sec. II B, a t
sition is chosen from the list, the system is advanced to
final state of that transition, and the time interval associa
with the transition is added to the accumulated time. In t
example, transition 1, which corresponds to the lowest b
rier was chosen, and the system was advanced to staB.
From the new minimum the process is repeated. New di
searches are sent out@Fig. 4~c!#, the saddle points verified
@Fig. 4~d!# and then one is chosen for the next transition.

III. THE Al „100… SURFACE

We have chosen dynamics of Al adatoms on an Al~100!
surface as a test problem for the long time scale simula
method. There are two reasons for that. First, an accu
embedded atom potential of the Voter and Chen form ex
for aluminum.42 Second, Al~100! is a rich system becaus
there are many different transitions with a rather low ene
barrier even for just a single adatom on the Al~100! surface.
We have previously studied this system extensively with
dimer method.24 The four lowest energy processes found a
shown in Fig. 5. A particularly interesting aspect of t
Al ~100! system is that a concerted displacement process
a lower energy barrier than the direct hop process. This
shown by Feibelman with density functional theo
calculations.10 In our simulations, the system consists of
six layer slab with 50 atoms per layer. The bottom two lay
are held frozen and the top surface is left open to vacu
The dimer calculations revealed 60 different transitions
adatom diffusion in 1000 dimer searches.24 On average the
low energy transitions, the concerted displacement involv
two and four atoms, and the hop, were found three quar
of the time. One quarter of the time a wide collection
higher energy processes were found. This is a very impor
result because it indicates that a dimer search started
random direction has high probability of finding a sadd
point for one of the low barrier transitions.

In the KMC scheme, it is assumed that all relevant tra
sitions have been found. Transitions that have a high act
tion energy and/or low prefactor are unlikely to occur and
typically not important. Given that the two-atom concert
displacement process is found a quarter of the time, ther
an 80% certainty of finding all the four transitions that a
equivalent by symmetry in 50 dimer searches. The fact
all of the equivalent processes may not be found is no
serious since only one gets chosen at random in the K
simulation. The important thing is that a representat
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sample of the transitions is found over the relevant range
activation energy and that no category of transitions is
cluded. The error mainly shows up in the time scale of
simulation which is dominated by the low barrier transition
If only half the low barrier transitions are found, the simul
tion clock will be running two times too fast. Since the cha
lenge of reaching long time scale is a matter of spann
several orders of magnitude, a factor of 2 is typically no
serious issue. With a modest number of dimer searches
method can give a good qualitative idea of how the syst
will behave at low temperature over long time scale. For
accurate simulation, it is clear that many dimer searches n
to be carried out. Fortunately, the different searches can
ily be carried out in parallel on loosely connected cluster
computers.

IV. APPLICATION TO ISLAND RIPENING

The results of a kinetic Monte Carlo simulation coupl
with dimer searches is shown in Fig. 6. Initially 20 atoms
coverage of 0.4, were randomly deposited on the Al~100!
surface consisting of 50 atoms using classical dynam
Then the system was quenched to the nearest local en
minimum. This configuration is shown in the first pan
(n51). After that, the time evolution of the system at 300
was simulated. On average, 17 distinct processes were fo
when 25 dimer searches were carried out. When 50 di
searches were used, this number rose to 23, indicating
some, but not too many, transitions were missed with
searches. During the first ten transitions, the adatoms
fused via the concerted displacement or hop processe
form clusters. After 344 transitions, a large island h

FIG. 5. The four lowest energy transitions found with the dimer method
the diffusion of an Al adatom on Al~100!. For each transition, the initial
state, the saddle point configuration, and the final state are shown. Atom
shaded by depth and the atoms that move the most in each transitio
labeled. The energy of each transition is given in eV. The lowest ene
transition is the two-atom concerted displacement~1!. The hop~2! has simi-
lar activation energy as a four-atom~3! concerted displacement process a
a complex process~4! involving local hex reconstruction. Note the larg
prefactor for the multiatom processes. Because Al adatoms can so e
displace atoms in the surface, a growing Al~100! surface can undergo a grea
variety of transition which would be hard to find by guesswork.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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formed, but two smaller islands also exist. After 1000 tra
sitions, one of the small clusters has merged with the la
island which has taken a more compact shape. Finally a
7902 transitions, a single compact island is formed, and
ms, ~65 720 transitions! the island reaches its lowest ener
shape. The mechanism for atoms crossing a corner or fil
in a kink site invariably involves a two-atom displaceme
process with a substrate atom.

Of the 100 000 transitions in this simulation, only 30
brought the system to a new state. Many processes invo
rearrangements of the three atom cluster or an adatom m
ing along the edge of an island. After each transition, the n
state is compared to a table of all the old configurations
the new state has been seen before, no dimer searche
performed. Rather, a new transition is chosen from the
list of processes. In this way, low barriers which are se
frequently do not contribute significantly to computation
time. The total computer time for the simulation was a
proximately one week on a PC.

V. DEPOSITION AND SURFACE GROWTH

Multiple time scale simulations of Al~100! crystal
growth were carried out by combining classical dynamics
deposition events with the long time scale simulation of

FIG. 6. Snapshots from a simulation of ripening of Al adatoms on
Al ~100! surface. Initially 20 atoms were deposited at random on the surf
a coverage of 0.4. After 6 ns~10 transitions! all the adatoms have merged t
form clusters. After 70 ns~344 transitions! a large, compact island ha
formed, but there are still two outlying islands. The trimer in the upper
has four possible rearrangements with a low activation barrier. Many of
344 transitions correspond to these rearrangements but old configura
are stored during the simulation so the repeat processes do not require
dimer searches. After 8ms ~1000 transitions! the large island has taken
more compact shape and merged with one of the smaller islands. Fi
after 10ms ~7902 transitions! a single large island has formed, and at 1 m
~65720 transitions! the island has rotated and taken its most compact sh
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time intervals between deposition events. Interesting p
cesses can take place during the deposition event,43,44but the
excess energy released as the incoming atom binds to
surface dissipates quickly, in 1 or 2 ps.43,44 This period of
time can easily be simulated by direct classical dynam
After the ‘‘hot-spot’’ has cooled down and the system h
thermalized, transition state theory can be applied to the
tivated diffusion processes. The long time scale calculat
was done in the same way as described in Sec. IV, bu
each step a deposition process was added to the tab
possible events. A smaller system was used than in the
ening simulations, the cell consisted of 32 atoms per la
Atoms were deposited at a rate of one monolayer per m
second (323103 s21). A deposition process was simulate
by placing an aluminum atom at a random position 10
above the surface and giving it an initial velocity towards t
surface characteristic of the simulation temperature. Cla
cal dynamics were run until the component of the velocity
the deposited atom perpendicular to the surface had cha
sign twice. At this point the system was considered to
equilibrated and the KMC simulation took over. In this wa
the short deposition time scale was simulated accuratel
well as the longer time scale of thermally activated diffusi
processes.

Growth at 100 K was first simulated. A total of 9.5 laye
were deposited in 9.8 ms. This took 500 events in the KM
simulation of which 302 were deposition events. An impo
tant question in crystal growth is how smoothly the surfa
grows, i.e., how well a layer gets completed before the n
layers starts forming. A key issue is how an adatom t
lands on top of an island manages to descend down to
more stable edge site. Typically, an adatom descends b
two-atom concerted displacement process, as is show
Fig. 7, but the simulation also revealed interesting three-

n
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t
e
ns
ew

lly

e.

FIG. 7. Three processes observed during a simulation of Al atom depos
on Al~100! at 100 K. The deposition rate was one monolayer per millis
ond. Ten monolayers were grown, each consisting of 32 atoms. The
cesses involve descent of an adatom into a lower layer. Most often an
tom descends by a two-atom concerted displacement process as sho
~1!. But, processes involving concerted displacement of three and fou
oms where the adatom starts two or three sites away from the island
were also often observed in the simulations. While the activation energ
these long range processes is higher, it is still small compared with the
eV activation energy for adatom diffusion on the flat~100! terrace, and the
prefactor is larger. The remarkable ease by which an adatom can des
from atop an island on Al~100! leads to layer-by-layer growth in this sma
system even at temperature as low as 30 K.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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four-atom descent processes where the adatom started
two or three sites away from the edge. The transitions
volving three and four atoms have somewhat larger act
tion barrier, 92 meV and 126 meV, but were frequently o
served in the simulation. The ease of these types of des
processes in the Al~100! system make it easy for aluminum
to grow layer-by-layer, especially for this small 32 atom p
layer cell.

The growth simulation was then repeated for a low
temperature, 30 K. A total of 7.3 layers were grown in 5
ms. The KMC simulation involved 264 events of which 23
were deposition events. Snapshots of the system during
growth simulation are shown in Fig. 8. The range of possi
surface processes is now much more limited. The long ra
descent events observed at 100 K were not observed at 3
Since individual adatoms were less likely to desce
rougher surface morphology could form, but, after structu
with several undercoordinated atoms had built up, some e
not sitting at well-defined lattice sites, concerted proces
involving several atoms would typically occur and smooth
out the surface. Two of these transitions are shown in Fig

FIG. 8. Seven monolayers of Al were grown at 30 K on the Al~100! sub-
strate. The deposition rate was one monolayer per millisecond. Even a
low temperature, the layers grown are free of defects and the surfa
smooth.

FIG. 9. Two processes observed during the 30 K deposition simulation o
atoms on Al~100! shown in Fig. 8. At this low temperature only very low
energy processes can occur. The surface tends to grow rough tempo
and regions with islands stacked on top of islands form. The initial stat
the first process resulted from classical dynamics simulations of the de
tion of atom~a! on top of a four atom island consisting of atoms~b!, ~c!, ~d!,
and ~e!. The five atoms are not sitting at lattice sites. In a concerted, a
vated process all five atoms move to lattice sites, two in the top layer@~a!
and~e!# and three in the lower layer@~b!, ~c!, and~d!#. In the second process
five atoms slide in a concerted way down the side of an island stack.
adatom~a! in the third layer moves down to the second layer, while tw
atoms in the second layer,~e! and~b!, move to the first layer and two atom
in the first layer get pushed into different sites in the first layer. The bar
for these two multiatom, sliding processes is remarkably low, less than
eV, and the prefactors are large. The processes are active at 30 K
though adatom diffusion on the flat~100! terrace, which has a barrier of 0.2
eV, is not active.
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In the initial state of the first process, an atom has be
deposited on an island consisting of four atoms resulting
structure where five atoms are not sitting on lattice sit
Then, a transition occurs which moves all five atoms sim
taneously into lattice sites, two in the top layer and the ot
three in a lower layer. In the other process shown in Fig. 9
deposited atom lands on top of an island, starting a th
incomplete layer. In the subsequent transition, five ato
slide down in a concerted way. The third layer atom ends
in the second layer, the two second layer atoms end up in
first layer, and two first layer atoms get pushed out into d
ferent sites. The energy barrier of these two five-atom d
placement processes is only 48 meV and 45 meV. Eviden
when the surface becomes rough, low barrier cascad
events where many atoms move into more stable sites
come possible. Even at this low temperature, the surf
morphology remains smooth, although the basic adatom
fusion process on the flat Al~100! terrace, which has an ac
tivation energy of 0.2 eV, is not active.

A simulation was also carried out at an intermediate te
perature, 70 K. As the temperature was lowered from 100
to 30 K, the average barrier height of observed transitio
also dropped, as expected. This is shown in Fig. 10. At 10
the system was able to cross barriers of 0.18 eV, but at 3
the highest barrier that was overcome was less than 50 m

Animations of the growth and ripening simulations c
be viewed on the web at http://eon.chem.washington.edu

VI. EFFICIENCY

It is important to know how a simulation method scal
with system size. To determine this, we can consider how
number of force evaluations changes when the system
doubled in size. Force evaluations are considered rather
total computational time, because the evaluation of the fo
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FIG. 10. The average barrier height of events observed during the Al~100!
growth simulations drops with temperature, as expected. In each simula
the deposition rate is one monolayer per millisecond. As the temperatu
lowered, it gets harder and harder to surmount high barriers within the
interval between deposition events. At 100 K there is on average one su
diffusion process for every deposition event. At 30 K this ratio drops to o
in eight. Even so, the Al~100! surface still grows smoothly at 30 K becaus
as multiatom cascade events such as those shown in Fig. 9. Note that a
processes that occur in these growth simulations have significantly lo
activation energy than the adatom diffusion on a flat terrace~indicated by
the dashed vertical line at 0.23 eV!.
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can scale differently depending upon the complexity of
interaction potential. In favorable situations, evaluation
the force scales linearly with system size.

Figure 11 shows an illustration of a system which h
been doubled in size by joining two identical replicas of t
system. In the larger system, there are twice as many
sible transitions. In the crudest implementation of the sim
lation method, the number of dimer searches would then
crease in proportion to the system size. If, however,
transitions are local, i.e., they only involve a small subse
the atoms, then large portions of the system will be un
fected by any one transition. Transitions that take place
these unaffected regions will not require repeated sad
point searches. Rather, only the transitions which are affe
by the last transition need to be updated and new transit
need to be added only for the region where the last transi
took place. With the dimer method, it is also relative
straightforward to reconverge a set of known saddle po
which have changed only slightly because of a nearby tr
sition. Therefore, if the transitions are local, the number
new dimer searches that need to be carried out after a
sition has occurred will not change as a function of the s
tem size.

Another aspect to the scaling is the time increment
each transition. When the system size is doubled, there
on average twice as many transitions possible. The time
crement for each transition will then be half as long, as c
be seen from Eq.~3!. If the simulation is carried out in suc
a way as to cover a fixed time interval, then twice as ma
transitions need to be simulated in a system that is doubl

FIG. 11. In a system of twice the size, there are on average twice as m
possible transitions. IfP1 andP2 are transitions in the original system, the
are two more transitions,P3 and P4 , possible in the larger system. In th
simplest implementation of the simulation method, this means that the n
ber of dimer searches increases linearly with system size. But, if the tra
tions are local, only a limited region of the system is effected by e
transition and only a part of the system will require new dimer searc
Also, saddle points for transitions close to the transition region may only
slightly effected and previously found saddle point configurations can
reconverged with just a few dimer iterations. The number of dimer sear
needed per transition does not, therefore, increase with system size.
ever, the time increment for each transition is only half as large in the la
system.
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size. The number of force evaluations required to simula
fixed length of time, therefore, scales linearly with syste
size. These scaling arguments only apply to systems tha
large enough that all relevant processes have been inclu

This method for carrying out long time scale dynami
simulations is efficient enough for it to be implement
with first principles calculations of atomic interactions su
as density functional theory. We have implemented
method in the VASP code.45–48 More information about
the implementation can be found on the web site htt
ikazki01.chem.washington.edu/vasp/. We are currently
plying the technique to the formation and break-up of bor
clusters in silicon49 and the diffusion of self-trapped exciton
in silica glass.50
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APPENDIX: THE MODEL POTENTIALS

The bias potential algorithm described in the Introdu
tion was first of all tested on the two-dimensional potent
described by Voter,13

V~x,y!5cos~2px!~114y!1 1
2~2py!21V0 . ~A1!

This potential is periodic inx. A contour plot is shown in the
inset in Fig. 2. We chose to setV0521.203, so that the
minimum potential is zero and occurs at the point (x,y)
5(k10.5,0.1013), wherek is any integer. The saddle poin
has a potentialVSP52 and is located at (k,20.1013).

The ten-dimensional potential was constructed by add
up five of the two-dimensional potentials given by Eq.~A1!,

Ṽ~x,y!5(
i 51

5

V~x2i 21 ,x2i !. ~A2!

The results of the accelerated dynamics calculations whe
repulsive bias potential is added to these potential functi
so as to create a flat-bottom potential are shown in Fig.
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