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We present a method for carrying out long time scale dynamics simulations within the harmonic
transition state theory approximation. For each state of the system, characterized by a local
minimum on the potential energy surface, multiple searches for saddle points are carried out using
random initial directions. The dimer method is used for the saddle point searches and the rate for
each transition mechanism is estimated using harmonic transition state theory. Transitions are
selected and the clock advanced according to the kinetic Monte Carlo algorithm. Unlike traditional
applications of kinetic Monte Carlo, the atoms are not assumed to sit on lattice sites and a list of all
possible transitions need not be specified beforehand. Rather, the relevant transitions are found on
the fly during the simulation. A multiple time scale simulation of40) crystal growth is presented
where the deposition event, occurring on the time scale of picoseconds, is simulated by ordinary
classical dynamics, but the time interval in between deposition events, on the order of milliseconds,
is simulated by the long time scale algorithm. Thé1®0) surface is found to grow remarkably
smooth, even at 30 K because of concerted displacements of multiple atoms with significantly lower
activation energy than adatom diffusion on the flat terrace.20®1 American Institute of Physics.
[DOI: 10.1063/1.14155Q00

I. INTRODUCTION computer before a single transition can be expected to occur!
. . . Jt is clear that meaningful studies of chemical reactions
A common problem in theoretical chemistry, condense e . . . .
and/or diffusion cannot be carried out by simply simulating

matter physics and materials science is the calculation of thﬁ]e classical dynamics of the atoms. It is essential to simulate
time evolution of an atomic scale system where, for example, y '

chemical reactions and/or diffusion occur. In either case, théhe systgm on a muc_h longer time scale._Thls time _scale
configuration of atoms is changed in some way as timdroblem is one of_the important challenges in computational
evolves. The interaction between the atoms can be obtaindgS€arch on atomic scale systems.
from an (approximatg solution of the Schidinger equation Fortunately, the separation of time scales between vibra-
describing the electrons, or from a potential energy functiorfions and transitions makes it possible to use a statistical
determined in some empirical way. Most often, it is sufficientapproach to estimate transition rates. If a bottleneck region
to treat the motion of the atoms using classical mechanicghrough which the system must pass in order to make the
Quantum mechanical effects in the motion of atoms are imtransition can be identified, the so-called transition state, then
portant only in exceptional cases. Since the classical equaransition state theorgTST) (Refs. 1-7 can be used to cal-
tions of motion can easily be solved numerically the simulaylate the average amount of time the system will spend in a
tion of dynamical evolution is, therefore, in principle quite gjyen state. Short time dynamical trajectories can subse-
simple. The problem is that the transitions of interest arg enily be used both to correct for the approximations made
typically many Ord?rs of r.nagmt.ude slower than. vibrations _Ofin TST and to identify the possible final states of transitions.
the atoms, soa q”ect S|mula}t|on of the classical dynamw?:n general, the free energy of the transition state needs to be
ends up being of little use. This “rare event” problem is best . .
. . L evaluated to estimate the rate. But, for solid systems, where
llustrated by an example. A typical, low activation energythe atoms are relatively tightly held in place by their neigh-
for a chemical reaction or diffusion event is 0.5 eV. Such a o . L

rrh_ors, it is often possible to assume that the transition state

event can occur thousands of times per second at room te - ) )
perature and would typically be important in the time evolu-c@N be characterized by a few saddle points on the potential

tion of the system. But, the atoms vibrate on the order 6f 10 €Nergy rim surrounding the initial state basin and that the
times before a fluctuation of thermal energy occurs in the?artition function of the system near each saddle point and
right degree of freedom for a transition to take place. A directnéar the energy minimum can be approximated by a product
classical dynamics simulation which necessarily has to faithof harmonic partition functions. In this case, TST simplifies
fully track all this vibrational motion would take thousands to the harmonic transition state thedtyl' ST) and the rate of

of years of computer calculations on the fastest present dagscapek, through each of the saddle point regions can be
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related to properties of the initial state energy minimum and
the saddle poifi as
KNTST— ?Nygnit —(E¥—EMYy/KkgT 1
T | .
Here,E* is the energy of the saddle poi" is the energy
of the local minimum corresponding to the initial state, and
the v; are the corresponding normal mode frequencies. The
symbol F refers to the saddle point. All the quantities can be
evaluaFed directly from the pOthtlal energy surface Wltho_u IG. 1. A simple bias potential has been constructed to accelerate the dy-
dynamical calculations. Entropic and thermal effects are iNfamics of a system. The true potential is replaced by a constant equal to the
cluded through the harmonic partition functions. “boost energy” whenever the true potential drops below the boost energy.
With the use of TST or hTST, a long time scale simula- The boost energy has to be set less than the .saddle point energy so as not to
ton consists of denifying states of the system and findingl ¢ U4nsicn ste & syl vecony s sown for sttt
the mechanism and rate of transitions from a current state tgyost energy.
a new state. The key thing is to find the relevant mechanism
and not just assume a mechanism. Often, preconceived no-
tions of the transition mechanism have turned out to be indom almost always has more kinetic energy than the saddle
correct. One example is the mechanism of adatom diffusiofpoint energy. It is still a rare event to find enough energy
on Al(100 where a two atom concerted displacement profocused in the right degree of freedom to bring the system
cess turned out to have a lower barrier than the simple hoghrough the saddle point region. The effect of dimensionality
mechanisnt® When hTST is used, the most challenging partis best illustrated by applying a bias potential that leads to a
of the calculation is the search for the low lying saddle pointsflat-bottom potential. This method has, in fact, been pro-
without knowledge of the possible final states. A typicalposed as a way of accelerating dynamics simulations.
simulation system includes a hundred atoms or more, whichVhen the true potential energy of the system is less than a
means that saddle points need to be found in a space with aertain value, the boost energy, the system evolves on a con-
least several hundred degrees of freedom. The large numbgtant potential energy surface equal to the boost energy, but
of degrees of freedom makes this a challenging problem. Wwhen the true potential energy of the system is higher than
will now review briefly various approaches that have beerthe boost energy, the system evolves on the unbiased poten-
taken to address this issue. tial surface. This type of bias potential is illustrated in Fig. 1.
Results of calculations using this approach on a two-
dimensional potential surface are shown in Fig. 2. The func-
One approach is to decrease the probability that the sygional form and parameters of the potential function are
tem is found in an initial state by adding a repulsive potentialgiven in the Appendix. In these simulations, the time step
energy, a bias potential, to the actual interaction potential invas adjusted when the system went from the biased to the
such a way as to increase the probability of finding the sysunbiased regions, and vice versa, to ensure that energy was
tem at a transition staté.This approach is more powerful if conserved, despite the discontinuity in the force. The escape
the bias potential can be constructed to increase the potentigdte for the system was calculated by counting the number of
energy of minima without altering the potential of unknown times the system left the basin shown in the inset in a fixed
transition states so that the dynamics of the system can kEmount of simulation time. The figure shows how the escape
simulated on the modified potentidl.}’ The most accurate rate varies with increasing boost energy. As the boost energy
and efficient formulation of such an approach is the hyperis raised up to the saddle point energyay ling, the calcu-
dynamics method developed by Votdt* It is important to  lated escape rate remains constant and agrees well with the
make sure the bias potential vanishes at the transition statexact ratek®® calculated by Votel® The factor by which
Within the hTST approximation, this means that the biasthe dynamics are accelerated as compared with direct classi-
potential needs to vanish at the potential energy rim near theal dynamics, the so-called boost factdis 1400 when the
relevant saddle points. Voter’s bias potential is designed tdoost energy equals the saddle point energy. Remarkably, the
accomplish this even if it exceeds the saddle point energgalculated escape rate is still valid for this aggressive bias
within the initial state energy basin. It is, in fact, very impor- potential. As soon as the boost energy is increased over the
tant to allow the bias potential to greatly exceed the saddlsaddle point, however, incorrect results are obtained for the
point energy within the basin in order to get any appreciablecalculated escape rate.
acceleration of transitions in a system with many degrees of While a boost factor of 1400 is quite respectable, the
freedom. We will illustrate this with an example. problem arises when the number of degrees of freedom in-
One might expect that just a slight filling of the potential creases. The probability of finding the potential energy of the
well, reducing the energy difference between the bottom ofystem below a saddle point energy becomes vanishingly
the well and the saddle point, could lead to significant accelsmall. To demonstrate this, a potential energy surface for a
eration. This is true when the system has only very few desystem with ten degrees of freedom was constructed by add-
grees of freedom. But, each degree of freedom bring&ih  ing up five of the two-dimensional potential surfaces de-
of kinetic energy and a system with enough degrees of freescribed abovédsee the Appendjx The potential energy and

A. Bias potentials

Downloaded 21 Nov 2001 to 128.95.128.134. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 115, No. 21, 1 December 2001 Kinetic Monte Carlo simulations 9659

12n ; . 107 High
D t ;

— 1ofHetteoocs K> ¢ {10° Barrier
9 5
e fio g : Bar
— 4 O .
g ool (=2 10 2 o Barrier
g ] ~ {10° & £
8 04} » S
P 1102 8
& o2f m’/, {10

0.0 1

0 1 2 3 4 1/T

Boost Energy FIG. 3. The temperature dependence of the rate of two different transitions

from the same initial state is shown. The transition with the lower energy

FIG. 2. The escape rate from a two-dimensional potential (satswn in the barrier corresponds to the line with smaller slope. A typical situation is

insed and a ten-dimensional welee Appendixcalculated with accelerated shown in which the higher barrier process has a higher preféctrcept

dynamics using the bias potential illustrated in Fig. 1. The acceleratioqu . . . .
. . LD P . L th vertical axig. At low temperature, on the right side of the graph, the
obtained, i.e., effective time in the evolution of the system divided by therate of the low barrier process will be higher than that of the high barrier

time of the simulated, boosteq trajectory ig referred Fo as the boost faaobrocess. At high temperature, the rate of the higher energy, higher entropy
The escape rate fokgT=0.2 is shown with open circles for the two- rocess becomes larger. This illustrates why a system cannot simply be

dlrrerrsmgal sy;terrr: and filled crllrcles for g;ggnf—dlrgensmnal system. Theeated to use a short classical dynamics simulation to find out which events
calculated rate is the same as the exact valti,, Tor boost energy up 1o 614 occur at low temperature on a longer time scale.

the saddle point energy of 2(@ray vertical ling. When the boost energy is
increased above the saddle point energy, the calculated escape rate drops

rapidly below the exact value. The boost factor is also shown with open. . . . . .
squares for two-dimensional system and filled squares for ten-dimensiondl® calculations, it can be defined for some simple potential

system. With the maximum allowable boost energy, equal to the saddle poifunctions. This method, however, seems to be applicable
energy, the bias potential is accelerating the dynamics by a factor of 1400 ipnly to certain types of processes and simple systems. For
g?e two-dimensional _system, but ‘only by a factor of 12 in the ten- oy o mgia jn the AI/AIL00) system described in Sec. Il the
imensional system. This illustrates the poor scaling of the boost factor Wlﬂlp . . L
the number of degrees of freedom when this kind of bias potential is used. IFPWeSt energy process for adatom diffusion is via a concerted
the higher-dimensional system, the total potential energy is larger than thdisplacement process involving two atoms. In this process,
saddle point energy most of the time so the system spends little time in thgha energy of the adatom does not increase from the mini-
region of constant potential, resulting in small boost. mum to the saddle point, but rather drops as the adatom
moves into the surface. Surface and bulk atoms which are
N . . . . more highly coordinated than adatoms and have lower en-
the kinetic energy of this ten-dimensional system is on aver- .
L ; . : ergy should not be subject to the same boost energy as the
age five times higher than that of the two-dimensional sys- . . .
N . . adatom. A different bias potential would, therefore, need to
tem, but the activation energy, i.e., the saddle point energy . o . )
. L ’ e applied to atoms in different environment and during a
minus the minimum energy, is the same. The calculated es- : .
i . concerted displacement process the bias would need to be
cape rate as a function of the boost energy for this larger . )
. I . changed continuously as the environment of the atoms
system is also shown in Fig. 2 along with the boost factor. : . ) .
. : . . . changes. This makes the simulation of all but the simplest
The higher-dimensional system spends less time in the re- . . . . o
. . : Systems impractical with this method. The point is that con-
gion where the potential energy equals the bias and so ths ructing bias potentials of general applicability is nontrivial
boost factor is smaller than for the two-dimensional case. 9 P 9 PP y ‘
The maximum boost factor is only 12, and this is still a very
small system for practical applications. For a 20-dimensiona?'
system, the maximum boost factor is less than 2. This illus-  Another, perhaps simpler approach for identifying tran-
trates that a flat bias potential can only be effective in trivi-sitions is to increase the rate of rare events by simply heating
ally small systems and that an effective bias potential musthe system. If the atoms have more energy, they will more
greatly exceed the saddle point energy in the interior of thdikely undergo transitions. One should, however, not expect
potential energy basin but then drop to zero at the potentighe favored transition mechanism to be the same at the
energy rim. higher temperature. This situation is illustrated in Fig. 3. The
Voter’s bias potentials are efficient in that the boost fac-temperature dependence of the rate of two possible processes
tor scales well with system size. However, the evaluation othe system can undergo from a given initial state is shown.
his bias potentials is complicated and complex potential surOne of the processes has a low activation energy and small
faces with small ripples reduce their effectiveness. Possiblyprefactor while the other has a high activation energy and
simpler bias potentials can be constructed that still scale welbrge prefactor. At low temperature, the low barrier process
with dimensionality—that remains to be seen. Recently, awill have a higher rate and dominate the dynamics. At high
bias potential based on energy per atom has been propbsedemperature, entropy becomes more important and the pro-
Here a strong bias is applied except in regions where theess with higher prefactor dominates even though the energy
energy of any one of the atoms exceeds a predefined valubarrier is higher. An even more serious problem arises when
Although the energy per atom is not a well defined quantitythe thermodynamic state of the system changes as it is heated
for complicated potential function$or example, interaction up high enough to make transitions observable in a short,

between water molecules that include inductiandab ini-  classical dynamics simulation. An example of this is diffu-

Heating
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sion of admolecules on an ice surface. If an ice slab is heatelt THE LONG TIME DYNAMICS METHOD
up to a temperature at which the diffusion events occur fre-
quently enough, the surface melts and the diffusion mecha- Simulations of systems over long time scale are carried
nism becomes quite different from the low temperature, longout by combining kinetic Monte CarlgKMC) and saddle
time scale diffusion mechanism. point searches. KMC relies on knowing the rate and mecha-
H|gh temperature dynamics can, however, in fa\/orab]é]ism of all the relevant transitions from a given initial state.
cases be used to search for the relevant mechanism if mayfithin hTST this corresponds to finding all the low energy
searches are carried out. Repeated simulations from the sarf@ddle points on the rim of the potential energy basin corre-
initial state can be used to identify several possible transitio§Ponding to the initial state. The dimer method is used to
mechanisms. Within the hTST the task is then to find thesearch for these saddle points.
activation energy and prefactor for each mechanism and prex. The dimer method
dict which onés) would be relevant at the lower temperature
of interest. Transitions can be detected from the high tem-
perature dynamics by periodic minimization to the nearesE
local minimum on the energy surface and the nudged elasti
band methotf~2° can then be used to find the minimum _ < Y
energy path connecting the given initial state with the finalt@nce displacement along a vectér For an empirical po-
state found from the high temperature dynamics. The maxiteéntial this can be small. Here we have used 0.005 A. _
mum energy on the minimum energy path gives the activa- There are two parts to each dlmgr move. The fII’St- part-ls
tion energy. This approach was used by Sgrerete. to dimer rotation. The lowest energy orlentatl_on of_the dimer is
study the mechanism of contact formation as a metal tip i&/0n9 the lowest curvature mode. If the dimer is free to ro-
brought up to a metal surface on a laboratory time scale te, the forces acting on the two Images will pull thg opmer
room temperatur& While earlier classical dynamics simu- to th_e lowest C“rV‘f"t“r_e mode: This is _done by defining a
lations had seen a sudden jump-to-contact when the tipr_otat}onal forcg ‘.Nh.'c.h 's the difference in .the force on the
surface distance became very small, the method describé}yo IMages. Minimizing t_he energy_of the Q|mer with respect
above could be used to show that a sequence of thermal this rotational force aligns the dimer with the lowest cur-

. . . Vature modgthis feature was used by Voter in his construc-

activated processes would occur at a larger tip-surface dis- . N o
: . ion of bias potentials in hyperdynamiés A modified New-

tance on the time scale of the experiments.

) : ) __ton’s method can be used to make this rotation efficiéAn
By assuming the system is harmonic also at the high

. . Important aspect of the dimer method is that it only requires
temperature and given a minimum value for the prefactors P P y req

Strensen and Voter formulated a concise prescription for théhe first derivative of the energy, not the second derivatives.
P P The second part of the algorithm is translation of the

Length of “'f“e fodr WTCh tr:celhlgr(;temper;ture d)t/narrllcs neechimer. A first order saddle point on a potential surface is at a
0 ezzrun_ n pr_er 0 salely a Vance € system 10-a NeW, - vimum along the lowest curvature direction and a mini-
state“ This eliminates the need to find all possible tran3|t|0nmum in all other directions. In order to converge to a saddle

fmechs?;s?s. Ir? tlhe|r method, th? esca%e c}n];ne Calﬁwategoint, the dimer is moved up the potential along the lowest
rom at the low temperature Is recorded for each trang,, 4o mode, and down the potential in all other direc-

sition observed in the high temperature dynamics. After the[ions. This is done by defining an effective force on the
simulation has been run long enough at the high temperaturgner in which the true force due to the potential acting at
the system is advanced by the first process that would havge center of the dimer has the component along the dimer
been observed at the low temperature. They refer t0 g, erted. Minimizing with respect to this effective force
method as temperature accelerated dynaifiié®). An ap- oyes the dimer to a saddle point. With empirical potentials,
plication of this method to metal crystal growth has beenminimization using the conjugate gradient method works
presented® well.

In this work we present a method that is quite different |t s not necessary to fully converge the dimer orientation
from the ones described above. Classical dynamics are ngt each translational step. We have found it most efficient to
used in any form but instead the system is pushed up thgjck a certain tolerance for the rotational force. This sets how
potential energy surface using the so-called dimer méthod precisely the dimer is oriented along the lowest curvature
to find saddle points. The rate of transitions through the vimode before it is moved. The dimer is rotated at least once

cinity of each saddle point is then estimated within hTST ancand possibly a few times until the rotational force is less than
a kinetic Monte Carlo method used to simulate the evolutionthe specified tolerance. In these calculations the maximum

of the system over long time scaf&sThis method is easy to rotational force was set at 5 meV/A.

implement and, compared to existing methods, may require  For the Al adatom on an ALOO) surface, the dimer re-
less computational time for small systems. We expect it to bejuires on average 400 force evaluations to converge on a
applicable to dynamics in ice, for example, a system where gaddle point* A very important feature of the dimer method
high temperature search for transition mechanisms is likelys the slow increase in the number of required force evalua-
to become problematic. While the use of hTST means that itions as more degrees of freedom are added to the system.
can only be applied to solids, we expect it to be applicable tarhis is to be contrasted with mode following
glasses and other amorphous solids. approache&$—32 where the matrix of second derivatives is

The dimer method has been described in detail in a pre-
ious publicatior?* Only a brief overview will be given
ere. The dimer is made up of two imagesplicas of the
system. These images are separated in space by a finite dis-
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constructed and diagonalized at each step in the search for a
saddle point. Other methods for finding saddle points using
only first derivatives of the energy have been propcséd,

but it is unclear how their efficiency compares with the
dimer method.

In the long time scale calculations presented here, sev-
eral dimer searches were launched for each state visited.
Dimer searches were started from configurations close to the
potential minimum. The easiest way to choose a starting po-
sition is to make a random displacement away from the mini-
mum. If all the atoms in the system are included in the ran-
dom displacement, the dimer search can be biased towards
finding higher energy processes involving many atoms. We
have found that it is better to displace only atoms within a
local region. For each dimer search in th€1&0 ripening
calculations(described in Sec. I\ an undercoordinated sur-
face atom was chosen at random to be the center of the
initial, local displacement. The displacements had a Gaussian
distribution with a mean of 0.2 A in each degree of freedom.
The region consisted of the central atom and its first and:lG. 4 Application of Fhe long time scale S|mulat|on mgthod to a model
wo-dimensional potential surface. The system is initially in sfaté) Ten

second neighbors. We have found that a continuous dIStIflbtii_imer searches are started from random positions around the minimum.

tion in the magnitude of the displacements is better than &hey converge on four distinct saddle poittiso of the searches practically
fixed magnitude because it increases the variety of saddleverlap. (b) The system is then made to slide down the minimum energy
points found. In principle, a scheme like this can eventuallyp"?‘tt: (gﬁy “”eﬁ on e'thdeél side ‘:f he saddle ponts which are '”td'i_""mdt
. . . . with *. Here, all four saddle points have a minimum energy path starting a
find _a” Sad_dle points arc_;und aminimum S|mply becaus_e th"?he initial state minimurmA, but this does not have to be the case. The rate
starting points of the dimer search can be at any point irf each process is then calculated using harmonic transition state theory. A
space. In practice, there is no guarantee that a complete litocess is chosen at random using the kinetic Monte Carlo algorithm. In this
of saddle points can be found in a reasonable amount dfase, process 1 gets chosen. The system is moved to the final state of this
fi o . f tudi f adat diffusi process, to minimurB. (c) Dimer searches are run from the new minimum,
Ime. ur eXpe_”ence rom studies ol ada O.m ! l"S'Onagain four distinct saddle points are fourid) Minimum energy paths are
processeé and island rearrangement proced3és that @  traced out, and the process repeated.

dimer search started in a random direction most likely finds

one of the low energy saddle points. It is important to keep in - o . _

mind, though, that any calculation based on a finite number In a traditional kinetic Monte Carlo S|mu|at|0n, all tran-

of dimer searches is not guaranteed to find the most relevasitions that can ever occur in the system, along with their
transition mechanism. rates, must be known before the simulation starts. Ideally, the

rates are estimated from some description of the atomic

interactions'! such as an empirical interaction potential or

B. Kinetic Monte Carlo ab initio calculations, but the problem is to know in advance
Kinetic Monte Carld®“is a powerful method that can the mechgnism of the relevant tran;itions for each possible

be used to extend the time scale of simulations far beyongonfiguration of the atoms. The requirement of knowing and
the vibrational time scale. If a list of possible transitions for t@bulating the relevant transitions ahead of time limits the
a given initial state is available, a random number can b&n€thod to simple systems. Systems which can undergo com-
used to choose one of the processes and evolve the systempﬂé_)cated transitions involving several atoms, such as the alu-

a new state. The probability of choosing a certain transitiofinum system described in Sec. Ill, or where atoms do not
is proportional to its rate; . On average, the amount of time sit at lattice sites are extremely difficult to model with tradi-
LI 1

that would have elapsed in order for this process to occur igotnal KMC. The approach presented here relaxes these limi-
ations.

1

Atz E—ri, (2)

C. Combined dimer and kinetic Monte Carlo

which is independent of the chosen transition. It may also be  |f the dimer method is used to find possible transitions,
important to include the appropriate distribution of escapanere is little limitation on the complexity in terms of the
times. For random uncorrelated processes, this is a Poiss@umber of atoms or the spatial extent of the transition. Also,
distribution. If x is a random number from 0 to 1, the the energy barriers are found at each state the system evolves

elapsed time for a particular transition is given by to and do not need to be known before the calculation is
~In started. Furthermore, the atoms do not need to be mapped
At= S (3 onto a lattice and it is not necessary to anticipate all possible
i

states of the system.
The system is then advanced to the final state of the chosen The method is illustrated for a two-dimensional model
transition and the process is repeated. potential in Fig. 4. The system is started at a potential mini-
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mum, A. When a new state is visited, a swarm of dimer Initial  Saddle
searches is sent out from the vicinity of the potential energy 1.
minimum. For the calculations described in Sec. IV, either 25 AE = 0.23 eV
or 50 dimer searches were used. In this example, ten random v=7-10"¢"
displacements from the position of the minimum were cho-

sen as starting points of dimer searches. Figuyes ghows 2

the path of the ten dimer searches. In this calculation, four AE = 0.37 eV
distinct saddle pointgx) were found. The system is then 18 -1
guenched on either side of each saddle point in order to v=5-107s
verify that it lies on a minimum energy patehown in gray 3

from the given initial state minimum. All the saddle points :

. . . L AE=0.41¢eV
found in this case did connect back to the initial minimum. If 5
not, the saddle point is discarded from the list of possible v=2-10"s
transitions. In the same way as described in Sec. Il B, a tran- 4
sition is chosen from the list, the system is advanced to the :

. " o ) AE =0.44 eV
final state of that transition, and the time interval associated Vo3 10" &

with the transition is added to the accumulated time. In this
example, transition 1, which corresponds to the lowest barg|c. 5. The four lowest energy transitions found with the dimer method for
rier was chosen, and the system was advanced to Btate the diffusion of an Al adatom on AL0Q). For each transition, the initial
From the new minimum the process is repeated. New dimettate. the saddle point configuration, and the final state are shown.At_o_ms are
searches are sent OLFfi 4(0)] the saddle int ified shaded by depth and the atoms that move the most in each transition are
A g: ! points Vefr.' 180 |abeled. The energy of each transition is given in eV. The lowest energy

[Fig. 4d)] and then one is chosen for the next transition.  transition is the two-atom concerted displacem@ntThe hop(2) has simi-

lar activation energy as a four-atof®) concerted displacement process and
ll. THE Al(100) SURFACE a complex proces#4) involving local hex reconstruction. Note the large

prefactor for the multiatom processes. Because Al adatoms can so easily

We have chosen dynamics of Al adatoms on af180) displace atoms in the surface, a growingJ4&l0) surface can undergo a great
surface as a test problem for the long time scale Simulatioﬁariety of transition which would be hard to find by guesswork.
method. There are two reasons for that. First, an accurate

embedded atom potential of the Voter and Chen form exist§ample of the transitions is found over the relevant range of
for aluminum”* Second, A100 is a rich system because ,cfivation energy and that no category of transitions is ex-
therg are many (_jlﬁerenF transitions with a rather low energy;\uded. The error mainly shows up in the time scale of the
barrier even fgr Just a S”?gle a'datom on thé]MO? surfaqe. simulation which is dominated by the low barrier transitions.
We have pre(\%lfusly studied this system extensively with thg¢ \y haif the low barrier transitions are found, the simula-
dimer method.” The four lowest energy processes found arejon, ¢jock will be running two times too fast. Since the chal-
shown in Fig. 5. A particularly interesting aspect of the onge of reaching long time scale is a matter of spanning
Al (100 system is that a concerted displacement process hag,era| orders of magnitude, a factor of 2 is typically not a
a lower energy barrier than the direct hop process. This Waggyigys issue. With a modest number of dimer searches, the
shown by OFe|beIm§n with density functional theory nethod can give a good qualitative idea of how the system
calculations.” In our simulations, the system consists of @iy pehave at low temperature over long time scale. For an
six layer slab with 50 atoms per layer. The bottom two layers, .o rate simulation, it is clear that many dimer searches need

are hgld frozen a”?' the top surface i; left open to. VacuuMy, e carried out. Fortunately, the different searches can eas-
The dimer calculations revealed 60 different transitions for;

e ) ily be carried out in parallel on loosely connected cluster of
adatom diffusion in 1000 dimer searctfé<On average the computers

low energy transitions, the concerted displacement involving

two and_ four atoms, and the hop,_were fognd three quarterR/_ APPLICATION TO ISLAND RIPENING

of the time. One quarter of the time a wide collection of

higher energy processes were found. This is a very important The results of a kinetic Monte Carlo simulation coupled

result because it indicates that a dimer search started inwith dimer searches is shown in Fig. 6. Initially 20 atoms, a

random direction has high probability of finding a saddlecoverage of 0.4, were randomly deposited on the&l@Q)

point for one of the low barrier transitions. surface consisting of 50 atoms using classical dynamics.
In the KMC scheme, it is assumed that all relevant tran-Then the system was quenched to the nearest local energy

sitions have been found. Transitions that have a high activaninimum. This configuration is shown in the first panel

tion energy and/or low prefactor are unlikely to occur and arg n=1). After that, the time evolution of the system at 300 K

typically not important. Given that the two-atom concertedwas simulated. On average, 17 distinct processes were found

displacement process is found a quarter of the time, there iwhen 25 dimer searches were carried out. When 50 dimer

an 80% certainty of finding all the four transitions that aresearches were used, this number rose to 23, indicating that

equivalent by symmetry in 50 dimer searches. The fact thasome, but not too many, transitions were missed with 25

all of the equivalent processes may not be found is not sgsearches. During the first ten transitions, the adatoms dif-

serious since only one gets chosen at random in the KMQ@used via the concerted displacement or hop processes to

simulation. The important thing is that a representativeform clusters. After 344 transitions, a large island has
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Initial Saddle Final

1.
AE = 14 meV
v=3.6-10"s"
2.

n=1 t=0ns n=10 t=6ns AE =92 meV
v=81-10%s"
3.
AE = 126 meV
v=13-10"s"

FIG. 7. Three processes observed during a simulation of Al atom deposition
n=344 t=70ns n=1000 t=8upus on Al(100 at 100 K. The deposition rate was one monolayer per millisec-

ond. Ten monolayers were grown, each consisting of 32 atoms. The pro-
cesses involve descent of an adatom into a lower layer. Most often an ada-

““““ e tom descends by a two-atom concerted displacement process as shown in

---- i y (1). But, processes involving concerted displacement of three and four at-
(3] [ oms where the adatom starts two or three sites away from the island edge
() [ were also often observed in the simulations. While the activation energy of
000 o M these long range processes is higher, it is still small compared with the 0.23
! eV activation energy for adatom diffusion on the 400 terrace, and the
prefactor is larger. The remarkable ease by which an adatom can descend
n=7902 t=10ps n=65720 t=1ms from atop an island on AL0O) leads to layer-by-layer growth in this small

] ) o system even at temperature as low as 30 K.
FIG. 6. Snapshots from a simulation of ripening of Al adatoms on an

Al(100) surface. Initially 20 atoms were deposited at random on the surface,

a coverage of 0.4. After 6 M40 transitiongall the adatoms have merged to . . Is b d .. | .
form clusters. After 70 ng344 transitions a large, compact island has time Intervals between deposition events. Interesting pro-

formed, but there are still two outlying islands. The trimer in the upper leftcesses can take place during the deposition ééfibut the
has four possible rearrangements with a low activation barrier. Many of theexcess energy released as the incoming atom binds to the

344 transntlons_ correspond tp these rearrangements but old conflgu_ratlo rface dissipates quickly, in1or?2 &44 This period of
are stored during the simulation so the repeat processes do not require new

dimer searches. After &s (1000 transitionsthe large island has taken a M€ can easily be simulated by direct classical dynamics.
more compact shape and merged with one of the smaller islands. FinallAfter the “hot-spot” has cooled down and the system has
after 10 us (7902 transitionsa single large island has formed, and at 1 ms therma“zed, transition state theory can be app“ed to the ac-
(65720 transitionsthe island has rotated and taken its most compact Shape[ivated diffusion processes The |0ng time scale calculation
was done in the same way as described in Sec. IV, but at

formed, but two smaller islands also exist. After 1000 tran-8aCh step a deposition process was added to the table of

sitions, one of the small clusters has merged with the larg@0SSiPle events. A smaller system was used than in the rip-
island which has taken a more compact shape. Finally aftefnind simulations, 'the cell consisted of 32 atoms per Iaygr.
7902 transitions, a single compact island is formed, and at ftoms were d(e):gpo_sllted at a rate of one monolayer per milli-
ms, (65 720 transitionsthe island reaches its lowest energy S€cond (3X10°s™). A deposition process was _S|_mulate(f&
shape. The mechanism for atoms crossing a corner or fillin§Y Placing an aluminum atom at a random position 10
in a kink site invariably involves a two-atom displacementabove the surface and giving it an initial velocity towards the
process with a substrate atom. surface characteristic of the simulation temperature. Classi-
Of the 100000 transitions in this simulation, only 300 cal dynamlics were run until t_he component of the velocity of
brought the system to a new state. Many processes involvdije deposited atom perpendicular to the surface had changed

rearrangements of the three atom cluster or an adatom mowid" twice. At this point the system was considered to be
ing along the edge of an island. After each transition, the nevgduilibrated and the KMC simulation took over. In this way,
state is compared to a table of all the old configurations. I£h€ short deposition time scale was simulated accurately as

the new state has been seen before. no dimer searches X!l as the longer time scale of thermally activated diffusion

performed. Rather, a new transition is chosen from the old"OCESSES. o
list of processes. In this way, low barriers which are seen  Crowth at 100 K was first simulated. A total of 9.5 layers

frequently do not contribute significantly to computational Were deposited in 9.8 ms. This took 500 events in the KMC
time. The total computer time for the simulation was ap_S|muIat|on of which 302 were deposition events. An impor-
proximately one week on a PC. tant question in crystal growth is how smoothly the surface

grows, i.e., how well a layer gets completed before the next
layers starts forming. A key issue is how an adatom that
lands on top of an island manages to descend down to the
Multiple time scale simulations of AL00) crystal more stable edge site. Typically, an adatom descends by a
growth were carried out by combining classical dynamics oftwo-atom concerted displacement process, as is shown in
deposition events with the long time scale simulation of theFig. 7, but the simulation also revealed interesting three- and

V. DEPOSITION AND SURFACE GROWTH
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four-atom descent processes where the adatom started qué. 10. The average barrier height of events observed during (€@

two or three sites away from the edge. The transitions ingrowth simulations drops with temperature, as expected. In each simulation
volving three and four atoms have somewhat larger activa]t-he depo§|tlon rate is one monolayer per mllllsegond. As. the temperature is
. . owered, it gets harder and harder to surmount high barriers within the time
tion barrier, 92 meV and 126 meV, but were frequently ob-jyeya) between deposition events. At 100 K there is on average one surface
served in the simulation. The ease of these types of descesitfusion process for every deposition event. At 30 K this ratio drops to one
processes in the AL00) system make it easy for aluminum in eight. Even so, the AL00) surface still grows smoothly at 30 K because

to grow layer-by-layer, especially for this small 32 atom peras multiatom cascade events such as those shown in Fig. 9. Note that all the
Iayer cell ! processes that occur in these growth simulations have significantly lower

) ) activation energy than the adatom diffusion on a flat teri@udicated by
The growth simulation was then repeated for a lowerthe dashed vertical line at 0.23 gV

temperature, 30 K. A total of 7.3 layers were grown in 5.6

ms. The KMC simulation involved 264 events of which 232

were deposition events. Snapshots of the system during tH8 the initial state of the first process, an atom has been
growth simulation are shown in Fig. 8. The range of possibledeposited on an island consisting of four atoms resulting in a
surface processes is now much more limited. The long ranggiructure where five atoms are not sitting on lattice sites.
descent events observed at 100 K were not observed at 30 Khen, a transition occurs which moves all five atoms simul-
Since individual adatoms were less likely to descendtaneously into lattice sites, two in the top layer and the other
rougher surface morphology could form, but, after structureghree in a lower layer. In the other process shown in Fig. 9, a
with several undercoordinated atoms had built up, some evefieposited atom lands on top of an island, starting a third
not sitting at well-defined lattice sites, concerted processeiicomplete layer. In the subsequent transition, five atoms
involving several atoms would typically occur and smoothenslide down in a concerted way. The third layer atom ends up

out the surface. Two of these transitions are shown in Fig. 9N the second layer, the two second layer atoms end up in the
first layer, and two first layer atoms get pushed out into dif-

ferent sites. The energy barrier of these two five-atom dis-
Initial Saddle  Final placement processes is only 48 meV and 45 meV. Evidently,
when the surface becomes rough, low barrier cascading

1.

AE = 48 meV events whgre many atoms move into more stable sites be-
14 1 come possible. Even at this low temperature, the surface

v=17-10"s - . .

morphology remains smooth, although the basic adatom dif-

5 fusion process on the flat AI00 terrace, which has an ac-

AE = 45 meV tivation_ energy of 0.2 eV, is not active. _ _

ve45.10° " A simulation was also carried out at an intermediate tem-

perature, 70 K. As the temperature was lowered from 100 K
FIG. 9. Two processes observed during the 30 K deposition simulation of A0 30 K, the average barrier height of observed transitions
atoms on A{100 shown in Fig. 8. At this low temperature only very low also dropped, as expected. This is shown in Fig. 10. At 100 K

energy processes can occur. The surface tends to grow rough temporarihe system was able to cross barriers of 0.18 eV. but at 30 K
and regions with islands stacked on top of islands form. The initial state o ) '

the first process resulted from classical dynamics simulations of the deposil€ h'g.heSt_ barrier that was overcome was IQSS tha:n 50 meV.
tion of atom(a) on top of a four atom island consisting of atoths, (c), (d), Animations of the growth and ripening simulations can

and (e). The five atoms are not sitting at lattice sites. In a concerted, actihe viewed on the web at http://eon.chem.washington.edu.
vated process all five atoms move to lattice sites, two in the top [dger

and(e)] and three in the lower layé(b), (c), and(d)]. In the second process,

five atoms slide in a concerted way down the side of an island stack. Th&/I|. EFFICIENCY

adatom(a) in the third layer moves down to the second layer, while two

atoms in the second laydg) and(b), move to the first layer and two atoms It is important to know how a simulation method scales
in the first layer get pushed into different sites in the first layer. The barrienyijth system size. To determine this, we can consider how the

for these two multiatom, sliding processes is remarkably |0YV, less than 0'07‘|umber of force evaluations changes when the system is
eV, and the prefactors are large. The processes are active at 30 K ev%r . . .
though adatom diffusion on the fl&t00) terrace, which has a barrier of 0.23 oubled in size. Force evaluations are considered rather than

eV, is not active. total computational time, because the evaluation of the force
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size. The number of force evaluations required to simulate a
fixed length of time, therefore, scales linearly with system

P1 size. These scaling arguments only apply to systems that are

large enough that all relevant processes have been included.
P ® > This method for carrying out long time scale dynamics
2 ; simulations is efficient enough for it to be implemented
with first principles calculations of atomic interactions such

as density functional theory. We have implemented the
method in the VASP cod® *® More information about
the implementation can be found on the web site http://

P3 ikazki0l.chem.washington.edu/vasp/. We are currently ap-
plying the technique to the formation and break-up of boron
P . > clusters in silicof® and the diffusion of self-trapped excitons
4 / in silica glass?
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reconverged with just a few dimer iterations. The number of dimer searchegjagcribed by Votelr?

needed per transition does not, therefore, increase with system size. How-
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system.

This potential is periodic ix. A contour plot is shown in the
inset in Fig. 2. We chose to s&t,=—1.203, so that the

can scale differently depending upon the complexity of theMinimum potential is zero and occurs at the poimty)
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